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Abstract

During the past 10 years, marine electromagnetics has developed from infancy into
a sizable geophysical industry. While this is feasible in the time and the frequency
domains, most of the commercial marine hydrocarbon applications operate in fre-
quency domain, i.e. Controlled-Source Electromagnetic (fCSEM). Until 5 years ago,
it was generally assumed that time domain (tCSEM™) methods would not be of
any use in oil exploration. Since then, however, many such measurements have been
recorded with several independent tCSEM™ systems that already exist or under
development. Time domain measurements can be used everywhere and more suit-
able for shallow water. They have large anomalous responses than those in f{CSEM.
From the physical viewpoint, time domain measurements are complementary to
frequency domain measurements, as they focus on different spatial regions. With
recent advances in electronics time-domain CSEM data can reliably be acquired in
an offshore environment. Multiple surveys using autonomous receiver nodes have
successfully acquired marine time domain CSEM data. Our work takes the technol-
ogy a step further, by developing a high-density marine cabled system with novel
5-component sensor package.

Introduction

on amplitude analysis, which in turn depends on
true-amplitude migration of high-quality seismic data
that is not always possible.

For over 50 years, the seismic method has been the
geophysical workhorse of the oil exploration industry.
While it offers the best description of reservoir shape
and stratigraphy, it falls short in describing the fluid
properties of the pore space, since seismic waves
respond to both rock matrix and fluid components
of the rock, which are difficult to separate. Usually,
fluid discrimination with seismic waves depends
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Tn particular, many of the changes that take place
during the production life of a reservoir do not exhibit
a detectable acoustic property change. Since the CSEM
response to thin resistors was understood, marine
CSEM methods have found application for direct
hydrocarbons detection (Eidesmo et al. 2002). While
fCSEM has been studied for many years (Cox 1981,
Cox et al. 1986, Sinha et al. 1990, Constable and Cox
1996, Constable 2006), little or no work has been done
using time domain in an equivalent mode for hydro-
carbon exploration. The use of marine CSEM has now
gained momentum, and has become one of the most
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significant fechnology development in oil exploration,
since the advent of 3D seismics. As mentioned earlier,
most marine EM applications are in frequency domain,
with limited ventures in time domain (Edwards 1987,
1997, Edwards and Yo 1993, Ziolkowski et al. 2006).
Time domain measurements in marine environment
have usually been restricted to near-surface appli-
cations with fixed length towed systems (Edwards
et al. 1985, Chave et al. 1991, Cheesman et al. 1987,
Edwards 1997), or for deeper hydrocarbon applica-
tions in shallow water and induced polarization (Strack
and Petrov 2007, Strack et al. 2008, Veeken et al,
2009).

We have selected a time domain (ICSEMTM) ver-
sion, which employs time variant electromagnetic
fields of either natural or artificial origin, cansing eddy
currenis within the conductive sediment layers. Qur
choice is based on the success of time domain measure-
ments on land and its response to thin resistive layers
(Badie 1979, Passalacqua 1983, Strack 1992, 1999,
Strack et al. 1989). Unlike other time domain users
{e.g. Holten et al, 2009a, b) that focus strongly on the
induced polarization effect, we use a normal moving
source system and can even use a standard frequency
domain system with an additional source, tow over the
receiver spread. The induced eddy currents are time
variant as well, and they cause a secondary EM field
that can be sensed with magnetic or electric sensors
placed on the sea floor or in the wellbore. High resistiv-
ity lithologies and pore fluids are the resistors that alter
the artificial clectric ficld. Recent theoretical and prac-
tical evaluations on this aspect can be found in (Weiss
2007, Davydycheva and Rykhlinski 2009), Both favor
time domain measurements although, most service
providers of CSEM technology still transmit from a
frequency-based source with a continuous sinusoid or a
square wave. Our time domain signal uses much larger
time (tens of seconds) between current switching, so
that each switching constitutes a separate fransient

Transmitter

Current
Voltage

Electric receiver

source. We record the Earth’s transient response, while
the current is off. We call this tCSEM™,

7.2 Background Physics

The theory of time-varying electromagnetic fields in
a stratified Earth is described in a comprehensive
fashion by Ward and Hohmann (1988) and for contin-
uous and transient soundings by Kaufman and Keller
(1983) with summaries for grounded dipoles given by
Strack (1992, 1999). Responses for various 3D mod-
els are described by Hohmann (1988), Newman and
Almmbaugh {2000), Druskin and Knizhnerman (1994),
Davydycheva et al. (2003).

We follow the standard approach for marine appli-
cation and fine-tune the digital filters that carry ount
the Hankel transform for high contrast boundaries. The
measured vollages are corrected for frequency depen-
dence of the sensors, processed for signal-to-noise
improvement, and then input to the inversion.

With tCSEM™, one transmits current into the
Barth, charging the zones where resistivity varies at the
subsurface. The current is then switched “off” and the
charge dissipates. Sensors that record the electric and
magnetic components measure transient responses (o
this artificial electric field. Because the iime domain
method is only measuring the secondary field, it offers
a solution to the shallow water limitafions that con-
front frequency-targeted techniques (Weiss 2007 and
Avdeeva et al. 2007). The duration of these “on”
and “off” times of the source are optimized to each
particular problem. Additionally, every current switch-
ing represents an injtiation time, or time zero, for
a given transient. Figuwre 7.1 shows a typical time
domain source waveform and the resulting electric and
magnefic fields.

To illustrate the behavior of the electromagnetic
field, consider the survey configuration as shown in
Fig. 7.2. A dipole source, usnally about 300 m long, is

Magneticreceiver

E H

Voltage

Time

Fig. 7.1 Time domain source waveform and its resulting electric and time derivative of the magnetic fields
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Fig.7.2 Survey sctup for a marine time domain electromagnetic system including nodes and cabled receivers

towed about 30 m above the sea floor. An electric cur-
rent, as shown in Fig. 7.1, is injected between source
electrodes, and the response of this current diffusing
into the subsurface is measured with multi-component
receivers that are either autonomous (nodes) or con-
nected by a cable. The following wave model as
illustrated in Fig. 7.2 can describe the received sig-
nal. (Note that more resistive is the path, faster is the
propagation speed.)

» Part of the signal travels up to the surface from the
transmitter below, then along the air-water interface
with speed of light, arrives at the receiver; it is called
the air wave.

» Part of the signal goes through the water column,
and is called the ocean wave. Traveling through
water, the ocean wave arrives later than the airwave
and (depending on water depth) sometimes so much
delayed that it arrives later than the subsurface
response.

» Part of the signal diffuses through the subsurface
sediments (usually more resistive than the reservoir)
and is called the sediment wave.

« Finally, part of the signal diffuses deep into the sub-
surface, then refracts along the (resistive) reservoir
where it travels faster than the sediment wave: this
is called the target wave.

* When the electromagnetic energy diffuses into the
medium, its energy (or Pointing vector) travels with
similar speed as refracted seismic waves (Weidelt
2007), and we thus call it waves.

To illustrate the different “wave” components, we
have calculated the responses and presented in Fig. 7.3.
The Earth model is a half space that consists of ocean
only: the transmitter and receiver are separated by
1000 m. We simulate the airwave and the ocean wave

by placing a transmitter and receiver system close to
the sea surface, so that the airwave dominates, and also
far away from the air-water interface, so that the ocean
wave dominates. The airwave response is shown as a
black spike on the ordinate. Because it travels at the
speed of light it appears at f = 0 on the time scale.
The signal with only ocean wave response is the sig-
nal that has only one “hump” at approximately 1 s.
The curves between these end-members are obtained
as the transmitter-receiver and lowered together into
the ocean. They exhibit first as airwaves and then ocean
waves at later times. As the depth increases. the air-
wave spreads, due to dispersion in the water on the
way up and down. At large depths, the two waves
merge. In practice, an impulsive response is realized
by time-differentiation of a step response.

We can now display the individual measure-
ments similar to seismic-style traces, as suggested
by Edwards (1997) for gas hydrates and by Wright
et al. (2002) for land electromagnetic applications.
Figures 7.4, 7.5, 7.6, and 7.7 show common-source
gathers, where each vertical trace represents a mea-
surement at an offset surface location. The gathers are
500 m apart, starting at 500 m from the transmitter
to 10 km maximum offset. Each trace is normal-
ized, to compensate for amplitude attenuation. This
seismic-style operation serves much the same purpose
as comversion to apparent resistivity. It removes the
amplitude effects at far offsets. Of course the normal-
ization factors are retained for later restoration of true
amplitudes. On the vertical scale is the diffusion time
after switching the transmitter; the scale goes from
0to25s.

Figure 7.4 shows the gather for two of the models
used in Fig. 7.3. The top of Fig. 7.4 shows the model
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Fig.7.3 Impulse response for an inline electric field marine CSEM setup for different transmitter-receiver depths below the water

surface. The horizontal scale is time in seconds after the impulse
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Fig. 7.4 Common-source gathers for impulse response of an
inline electric field marine tCSEM setup. The traces represent
different offsets between source and receiver; displayed are mea-
sured voltages. All traces are displayed trace-normalized. The
Earth model is a half space with the resistivity of seawater. The

fop gather represents the case when the system is in deep water
and far away from the sea-air interface. The bottom gather rep-
resents the case when the system is near the air-water interface
and includes the airwave (After Allegar et al. 2008)
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Fig. 7.5 Common-source gathers for the impulse response of
an inline electric field marine tCSEM setup. The traces repre-
sent ditferent offsets between source and receiver; displaved are
measured voltages. All traces are displayed trace-normalized.
The Earth model has an oil reservoir at 1500 m depth below

the seafloor. The top gather contains all wave components (air
wave, ocean wave, sediment wave and target wave). The bottom
gather only contains the reservoir response after removal of all
other components (After Allegar et al. 2008)
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Fig. 7.6 Common-source gathers for the impulse response for
an inline electric field marine CSEM setup for different reser-
voir depths. The traces represent different offsets between source

and receiver: displayved are measured voliages. All traces are

displayed trace normalized. The Earth model has an oil reser-
voir at 3000 m or 1500 m depth below the seafloor, respectively.
Comparing both gathers shows that a response from a deep target
arrives later (After Allegar et al. 2008)
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Fig. 7.7 Common-source gathers for the impulse response of
an inline electric field marine tCSEM setup. The traces represent
different offsets between source and receiver; displayed are mea-
sured voltages. All traces are displayed trace normalized. The

with deep source and receivers, when the system only
sees the ocean wave. The bottom of the figure shows
the case when the system is close to the air-water inter-
face and so also sees the airwave. Note that in this case
the airwave gets less attenuated than the ocean wave.

Figure 7.5 shows the gather for the model shown
with shallow water layer, with reservoir at 1500 m
depth. At the top, all wave components are included,
and at the bottom only the reservoir response is shown.
This can be obtained by subtraction of the other com-
ponents, based on the models run without a reser-
voir. This is easily done with modeled data. For field
data, one usually requires a reference measurement
over similar geology. This reference data set is then
subtracted and the remainder contains the difference
between reservoir and non-reservoir model. In the
figure (top) we see that at far offsets, the reservoir
response arrives after the airwave, but before the sed-
iment and ocean wave, both of which are conductors
and maintain induction currents flow longer.

Figure 7.6 displays offset gathers for varying depths
to the reservoir, and illustrates that for greater depth
the reservoir signal arrives later and gets dispersed

Earth model has an oil reservoir at 1500 m depth below the sea
floor with different resistivities. Comparing gathers shows that
for a less resistive (brine saturated) reservoir the signals arrive
later and are “smeared’” more

more. These behaviors are expected from time domain
electromagnetic signals.

Figure 7.7 shows the case of a strongly resistive ver-
sus a weakly resistive reservoir. In the case of a weakly
resistive reservoir (bottom) the signals flow longer in
the reservoir and consequently arrive later. Here, the
dispersion at larger offset is even more visible, since
the signal from less resistive targets arrives later.

It is often asked about the differences between time
and frequency domain surveys. Both Weiss (2007)
and Davydycheva (Davydycheva and Rykhlinski 2009)
prefer time domain for shallow water applications.
Of course for identical survey geometry and timing,
data recorded in time domain can always be Fourier-
transformed to the frequency domain for analysis. But,
as the terms are used in the EM community, they
imply different survey geometry and/or timing, so the
data sets are NOT Fourier-equivalent. Perhaps better
terms would be “continuous-source” for {CSEM, and
“transient-source” for tCSEM™ but it is probably too
late to change the conventional usage. In frequency
domain, the data samples the entire volume between
transmitter and receiver, as the secondary field is
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recorded in the presence of a continuous primary field.
In time domain at each time step the energy is concen-
trated in a central diffusion volume and the correspond-
ing data are thus more sensitive to the response from
within that volume only. So looking at the underneath
complex structure is obviously easier with focused EM
than with the geometric averaging of tCSEM. While
fCSEM has to measure a small secondary response in
the presence of a large primary field, in the absence
of a primary field. ime domain CSEM can amplify the
signal. But time domain CSEM is seriously hindered in
the application of simple signal-to-noise ratio enhance-
ment: e.g. when the boat is moving. vertical stacking
can only be applied to a limited extent. [t seems that
both should be used in complementary fashion: fCSEM
to outline the resistors and time domain to focus on
specific small volumes that are too detailed for fCSEM
(like sub-salt targets).

Figure 7.8 shows the comparison between deep
and shallow water anomalies for time and frequency
domain surveys. In both the cases, we plot normalized
inline electric field magnitudes for 1-D models with 3
different water depths (100, 300, and 900 m), both with
(solid lines) and without (dashed lines) a reservoir (100
m thick, 1000 m deep in a 0.7 ohm-m background).
The top curves are the Irequency domain curves and
the bottom curves are the time domain curves. For the
time domain plot, we selected offset of 3 km, which is
not a significant parameter (Spies 1989). Comparing
both plots it can be clearly seen that, for frequency
domain measurements. the largest anomalous response
can be obtained for deep water. For time domain, the
anomalous response is largest for shallow water. The
present state of instrumentation favors [CSEM but it
will only be a matter of time before time domain will
reach similar level for shallow water applications.
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7.3 Data Processing and Interpretation

Marine time domain data is recorded using ocean
bottom nodes or ocean bottom cables. Nodes are
autonomous acquisition systems with multiple electric
and magnetic field component sensors that are dropped
from the surface onto the ocean floor. As the landing
orientation is not known, the data needs to be rotated
to a known orientation. Ocean bottom cables (OBC)
are carefully laid on the sea floor and orientation is
measured with various orientation devices. Nodes are
commonly spaced at about 1 km (in special applica-
tions as closely as 500 m), while OBCs have 50 or
100 m sensor spacing. The data is usually recorded in
a proprietary instrument format, and then converted to
SEG D format or SEG Y format, which is the standard
for data processing exchange.

The first step in data processing (Fig. 7.9) is the
header completion with all survey parameters, naviga-
tion parameters, header check, and merging with the
source records. The source-to-receiver timing synchro-
nization is a key issue, in time domain as everything is
based on the correct timing. While today’s electronics
drift very slowly, they still exhibit sudden clock jumps,
which need to be corrected in data processing.

Header editing
Coordinate checkup
Directory structure checkup
Source parameter input

!

Next, the data is processed pre-stack to get the
optimum signal-to-noise ratios. While today’s comput-
ers are much faster, most of the filters were already
invented decades ago and are described in (Strack
et al. 1989, Strack 1992, Strack and Vozoff 1996).
Today’s improvements in digital processing techniques
are mostly restricted to handling more data automati-
cally or graphically.

After the pre-stack processing the stacking or verti-
cal averaging follows. Consecutive shots from a mov-
ing boat are not really experimental replicates, but the
limited subsurface resolution allows us to stack the
data between 0.9 and 1.1 times each nominal offset
from the receiver. As the boat moves at about 2 knots,
this usually is not more than 4-8 shots in each stack.
Thus it is very important to have a strong clean and
repeatable source. However, high-frequency deviations
from the ideal step source are not important, as they
do not survive the propagation down to the target level
and back: all the important data are of low frequency.
After stacking we can process the data further and con-
vert it into apparent resistivities for input in various
interpretation schemes.

Figure 7.10 shows examples of raw data traces. In
both the cases, a more conservative bi-polar source

Data input

Rx orientation input
Time markers checkup&editing
DC leveling (whole record)
DC leveling checkup
Rotation in max.&min. direction

Quick stack
Quick stack checkup

DC leveling (whole record)
DC leveling checkup
Rotation in max.&min. direction

SEG-Yfiles @

Export data for interpretation
(apparent resistivity conversion)

Fig.7.9 Flow diagram of the various processing steps

Pre-stack processing

Optimized stacking (optional)

Post-stack processing

>—» Interpretation
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Fig.7.10 Raw data example traces for a nodal and cabled time domain EM system

waveform (shown in the left-middle) was used. The
top of the diagram shows electric and magnetic fields
recorded with a nodal system. Both recordings are of
good quality. The bottom two diagrams are recorded in
very shallow water with a marine cable system under
noise conditions. You can clearly see in both electric
and magnetic field signals that the responses caused
by the source switching. For the upper curves, the
time between source switching was 50 s and for the
lower curves it was 10 s. The lower curves show the
data recorded with different remote acquisition units
at different offsets (which accounts for the various
amplitudes), in different colors.

Figure 7.11 shows two vector data sets, the top one
is un-rotated in raw form (x,y), and the bottom one is
rotated into the source-receiver direction (EI, HI) and
the cross-line direction (EC, HC). This is the first step
in processing to ensure that the amplitudes are treated
in an undistorted fashion.

In the next step, one addresses various noise issues
in the data. In particular, timing verification is impor-
tant, because the skipped time marks can distort the
processed data. After DC-leveling and filtering, the
signal is smoothed with a time-variant smoothing filter
as described in Strack et al. (1989) and Strack (1992).
The results are shown in Fig. 7.12, whereas on the left
is the original transient and on the right is the smoothed
version. The smoothed data is then usually averaged
(robust stacked) to further improve the signal-to-noise
ratios. For normal marine acquisition, the processing
stops here and the output data, filed either as EDI or as
SEGY. This is usually the interface for interpretation.

Still there is one more still a step left to correct the
data. This step may be necessary since, for the rea-
sons of operational efficiency, the delay time between
shots may not be sufficient to permit the charge set up
from previous shots to completely dissipate. We call
this incomplete relaxation as “run-on”, and correct for
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Fig.7.12 Marine time domain EM sample data: On the left is a raw transient and on the right its smoothed equivalent

it iteratively so that each shot may be analyzed as if no
other shots were interfering (Stoyer and Strack 2008).

Interpretation flow diagram using graphical repre-
sentation is shown in Fig. 7.13. It shows that multiple

components are the input into the inversion. Usually
with two redundant electric field components, multi-
components can be used in a joint or cooperative
inversion mode.
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Fig.7.13 Interpretation flow diagram for marine time domain data

When carrying out the interpretation, two starting
models are often used: one for the case with reservoir
and the other without. Both the cases are usually tested.
When this reservoir/no-reservoir approach is not using,
one would use an anisotropic model to ensure the
best resistivity structure. When inverting the data, usu-
ally various inversion algorithms are compared. In the
Fig. 7.13, on the upper right hand side, we compared a
layered model with smooth model. When a satisfactory
match has been found between the data and results, the
final inversion model are compared as shown in this
diagram.

When the match is satisfactory, the reliability of the
result needs to be estimated to get the right input for the
risk analysis. This estimation can be done in various
ways. The most reliable method is to use the statistics
of the inversion as described by Raiche et al. (1985) or
Strack (1992). Other methods using equivalence anal-
ysis are also possible, though it is not always driven by
data sensitivity. An example of an equivalence analy-
sis is shown in Fig. 7.13 at the bottom right. Once the
interpreter is satisfied with the inversion quality, color

sections can be seen as shown on the bottom left side
of the figure.

7.4  Anisotropy

The biggest factor influencing the surface resistiv-
ity measurements is electrical anisotropy. When using
electric field measurements, anisotropy caused by
layering is “transverse isotropy”, i.e. with vertical
resistivity different from horizontal resistivity (but
the bulk resistivities being the same in horizon-
tal/azimuthal directions). This effect was studied ear-
lier also (Harthill 1968, Strack 1992). It is well known
that when using an electric dipole source with primary
horizontal diffusion paths, we measure the vertical
resistivity with electric fields. Unfortunately, until the
advent of tensor induction, this could not be calibrated
with normal induction logs in vertical wells. Today i.e.
more than 10 years after the 3D induction tool became
available, we have enough calibration measurements to
make reasonable estimates of the effect.
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Fig.7.14 Example of anisotropic images from image logs. core scans and electron microscopes at various scales

Figure 7.14 shows an example for the presence of
anisotropy at all scales. On the right side of the fig-
ure, images from electrical logs are shown. On the left
side of the figure, we see core images of various scales
with electron-microscope images on the for left of the
figure The light colors are the sand and the dark col-
ors are the shales. We can clearly see thin laminations
everywhere that result in electrical anisotropy. Normal
anisotropy values (vertical resistivity/horizontal resis-
tivity) are between 1.2 and 1.4 in sedimentary basin but
they can go as high as 10.

A factor to be considered is azimuthal anisotropy
and its interaction with dipole field from the transmit-
ter. Hordt (1992) studied this for Long Offset Transient
Electromagnetic (LOTEM) measurements and deter-
mined that there was an optimum azimuthal orientation
of the source dipole, where one or the other measured
component would be preferred (Fig. 7.15). Another
interesting result from Hordt is that this optimum area
is discerned only 2-3 times the transmitter dipole
length away from the source, which confirms that
TEM measurements can work with much closer off-
sets than frequency domain soundings. So far, from
our experience we found that many elements from land
measurements translate directly to the marine environ-
ment, and we assume that this is the case here also.

v =010
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“Roy = 000 M- 2500 m
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Tx s

Fig.7.15 Azimuthal distribution of the optimum component
for surface measurements using electric fields and a Lotem setup
(after Hordt 1992)
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Fig.7.16 Examples of two inverted stitched 1-D section using vertical and horizontal resistivities in a joint inversion mode

Figure 7.16 shows an example of an anisotropic
inversion, with both vertical and horizontal resistivity
sections. Note that horizontal resistivities often have
more artifacts (vertical stripes), which are reduced
in vertical resistivity inversion. Sub articificials may
be a result of style of inversion. For example, in
“stitched 1D” (i.e. independent 1D inversions repeated
along a 2D profile, with varying results simply stitched
together, despite existence of inconsistency. This pro-
cedure can work well with slow lateral variation and
does not work well when the subsurface varies sub-
stantially on the scale of the source-receiver offset.

7.5  The Future and Pitfalls

The past twenty years have shown great progress in
electrical geophysics especially in marine environ-
ment. With the advent of new logging tools, one can
calibrate surface measurements and understand the
anisotropy and production efficiently. Anisotropy is
still the biggest pitfall, because its influence on resistiv-
ity measurements sometimes as high as 50%. Another
factor influencing the EM signal is the induced
Polarization. It is commonly observed and interpreted

mainly in Russia and China. We have seen it in marine

data but have been able to interpret the data using

normal electromagnetic models without polarization
effects.

A strong factor often ignored is the physical com-
plexity of the subsurface resistivity distribution, not
well imaged when using a system with several kilome-
ters of source-to-receiver offset. It is well known that
the Earth is rarely 1-dimensional. Thus shorter offsets
are preferred to longer offsets, in order to resolve the
subsurface complexity.

Predicting the future of marine EM is more com-
plex. We have to make assumptions to do the right
extrapolation. In 5 years period we assume:

* Marine Electromagnetics is in use (at least occa-
sionally) by most oil companies, through their
contractors.

* Reservoir monitoring will be the key focus of oil
companies.

* Integration with seismic/geology will bring the
value of EM to the forefront.

* Marine measurements will be done much denser
with lower unit cost.

* Land measurements
applications  unless
data acquisition.

limited
seismic

will still have
integrated  with
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* The integration value of EM will be better under-
stood.

In summary, marine, electromagnetics will be fully
complementary and integrated with other geophysical
methods. The unit cost will have to be reduced by 10
fold in order to fit in a more rovtine scenario. The
strongest market will be the monitoring market, which
will require a change of business model for present
service companies, as the oil companies will own the
installations. Monitoring will include land and marine
systems.

7.6  Conclusions

Time domain CSEM can reliably be acquired in
a marine environment. Node based systems have
acquired multiple data sets in a variety of basins, where
the recorded transient responses match those of pre-
survey models. We have adapted the methods from
onshore environment to offshore and shown that the
results are very similar. We also tested the next gener-
ation technology, a cabled version of the systern and
so far the signal behaves as anticipated. Time domain
EM is optinmum in shallow waters, but should really be
used in a complementary fashion to frequency domain
and marine magnetotellurics. Developments with a
cabled system and initial functionality (ests are very
promising, in particular with respect to minimizing
transmitter-to-receiver offset and resolving anisotropy.
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